Multiscale monitoring of autocorrelated processes using wavelets analysis

Huairui Guo, Kamran Paynabar & Jionghua Jin

To cite this article: Huairui Guo, Kamran Paynabar & Jionghua Jin (2012) Multiscale monitoring of autocorrelated processes using wavelets analysis, IIE Transactions, 44:4, 312-326, DOI: 10.1080/0740817X.2011.609872

To link to this article: http://dx.doi.org/10.1080/0740817X.2011.609872

Accepted author version posted online: 08 Aug 2011.
Multiscale monitoring of autocorrelated processes using wavelets analysis

HUAIRUI GUO1, KAMRAN PAYNABAR2 and JIONGHUA JIN2,*

1 ReliaSoft Corporation, 1450 South Eastside Loop, Tucson, AZ 85710, USA
2 Department of Industrial and Operations Engineering, The University of Michigan, Ann Arbor, MI 48109, USA
E-mail: jhjin@umich.edu

Received October 2009 and accepted January 2011

This article proposes a new method to develop multiscale monitoring control charts for an autocorrelated process that has an underlying unknown ARMA(2, 1) model structure. The Haar wavelet transform is used to obtain effective monitoring statistics by considering the process dynamic characteristics in both the time and frequency domains. Three control charts are developed on three selected levels of Haar wavelet coefficients in order to simultaneously detect the changes in the process mean, process variance, and measurement error variance, respectively. A systematic method for automatically determining the optimal monitoring level of Haar wavelet decomposition is proposed that does not require the estimation of an ARMA model. It is shown that the proposed wavelet-based Cumulative SUM (CUSUM) chart on Haar wavelet detail coefficients is only sensitive to the variance changes and robust to process mean shifts. This property provides the separate monitoring capability between a variance change and a mean shift, which shows its advantage by comparison with the traditional CUSUM monitoring chart. For the purpose of mean shift detection, it is also shown that using the proposed wavelet-based Exponentially Weighted Moving Average (EWMA) chart to monitor Haar wavelet scale coefficients will more successfully detect small mean shifts than direct-EWMA charts.
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1. Introduction

The increasing amount of automation used in manufacturing processes has resulted in the obtained sensor data used in process control functions being increasingly autocorrelated. It is known that a process fault may occur at an unknown time as a result of either a single mean or a single variance change or both. In general, the root causes that lead to a mean shift or variance change may be different. Therefore, it is always desirable to develop effective process monitoring charts that can not only detect process changes but also differentiate between faults caused by a mean shift or a variance change. In this article multiscale process monitoring charts based on Haar wavelets analysis are investigated for this purpose.

To monitor autocorrelated data, one of the popularly used model-based methods is a Special Cause Chart (SCC; Alwan and Roberts, 1988; Wardell et al., 1992). The principle of the SCC method is to whiten an autocorrelated process based on the process model and then use conventional control charts to monitor the whitened residuals. The performance of an SCC chart, however, is very sensitive to the model’s estimation accuracy (Apley and Shi, 1999). Dyer et al. (2003) proposed a reverse moving average control chart based on residuals as a new model-based monitoring technique, compared it with traditional methods, and made recommendations for the most appropriate chart to use for a variety of AR(1), MA(1), and ARMA(1, 1) processes.

To avoid the effort required for time series modeling studies, a batch means control chart (Runger and Willemain, 1996) was developed by organizing the observations into adjacent non-overlapping batches of equal size to ensure that the batch means were approximately independently distributed (i.i.d.), and then the traditional Statistical Process Control (SPC) charts were applied. However, only the AR(1) process was considered in the analysis.

To detect a small process mean shift, the EWMAST chart or Direct Exponentially Weighted Moving Average (Direct-EWMA) chart (Schmid, 1997; Adams and Tseng, 1998; Zhang, 1998; Lu and Reynolds, 1999) was developed by directly applying the EWMA statistics to autocorrelated data without having to estimate the underlying process model. It was shown that Direct-EWMA charts are very effective at detecting a small mean shift in a slowly varying process.

To detect a small variance change using individual observations, the Standard Deviation Cumulative SUM
It will also be shown that the determination of the optimal monitoring levels is based on the fundamental principle of the process dynamic characteristics in both time and frequency domains. Although the autospectrum analysis of an ARMA model is used as the theoretical basis to determine the optimal monitoring levels in the analysis, the implementation of choosing an optimal monitoring level does not require identifying and estimating an ARMA model from data. In this sense, the proposed method of multiscale monitoring charts has the merit of being a model-free approach.

The rest of this article is organized as follows: Section 2 is used to define the research scope, in which the investigated process together with the interested process faults are described, and the design and performance of the related control charts are briefly reviewed. Section 3 gives a framework overview of the proposed multiscale monitoring system, and Section 4 discusses details of the proposed methodology, with Section 4.1 discussing the variance change detection for both process variance and measurement error variance. Two corresponding wavelet-based SD-CUSUM charts are developed in this subsection, and a systematic method for selecting the optimal monitoring levels of detail coefficients is addressed. Regarding detection of a small mean shift, Section 4.2 investigates how to develop a wavelet-based EWMA chart on the selected level of scale coefficients. Several case studies are given in Section 5. Finally, the article concludes in Section 6.

2. Description of process fault characteristics and review of related control charts

2.1. Description of process faults

An autocorrelated stationary process under a normal operation condition can be generally described by an ARMA(n, m) model as (Box et al., 1994):

\[ A(q) x_t = D(q) a_t, \]  

where the process noise \( a_t \) is an i.i.d. Gaussian process with \( a_t \sim NID(0, \sigma_a^2) \), and \( x_t \) is the process actual output. \( A(q) \) and \( D(q) \) are polynomial functions of the backshift operator denoted as \( q^{-1}(q^{-1} x_t = x_{t-1}) \), which are defined as AR and MA as follows, respectively:

\[ A(q) = 1 - \phi_1 q^{-1} - \phi_2 q^{-2} - \cdots - \phi_n q^{-n}, \]
\[ D(q) = 1 - \theta_1 q^{-1} - \theta_2 q^{-2} - \cdots - \theta_n q^{-m}. \]

We also consider the inevitable measurement errors of \( e_t \sim NID(0, \sigma_e^2) \), which is assumed to be independent of process noise \( a_t \), as shown in Fig. 1. Thus, the autocorrelogram measurement data \( y_t \), which are under a normal operation
Therefore, under the normal process condition, we have
\( H_0: y_i \sim N(0, \sigma_x^2 + \sigma_e^2) \). Since \( \sigma_x^2 \) is a linear function of \( \sigma_e^2 \) (to be shown in Equation (16)) and the process model parameters \( D(q)/A(q) \) are not changed, the root cause of the process variance change on \( \sigma_e^2 \) is assumed to be due to the change of \( \sigma_x^2 \). Therefore, \( \sigma_x^2 \) is monitored to reflect the change of the process variance. In this article, process monitoring control charts will be developed to detect the occurrence of the following possible process faults:

1. **Fault 1 (process variance change):**
   \( H_1^1: a_t \sim N(0, \delta^2 \sigma_x^2) \),

2. **Fault 2 (measurement errors variance change):**
   \( H_1^2: e_t \sim N(0, \delta^2 \sigma_x^2) \),

3. **Fault 3 (process mean shift):**
   \( H_1^3: a_t \sim N(\mu, \sigma_x^2) \),

where Fault 1 and Fault 2 correspond to the variance change with the change ratio of \( \delta_x > 1 \) and \( \delta_e > 1 \), respectively, and Fault 3 corresponds to the mean shift with the relative shift of \( \delta = \mu_a/\sigma_a \). All three faults are sustained in process changes, in which only an increase in variance is considered. The procedures for monitoring those faults will be discussed in Section 4.

Unlike existing research, which mainly focuses on autocorrelated processes with a slow dynamic change behavior described by an AR(1) or ARMA(1, 1) model, this research will focus more on a higher-order autocorrelated processes represented by ARMA(2, 1), which has a pair of complex roots in the characteristic equation of the ARMA(2, 1) model (Pandit and Wu, 1993). To have a general representation in this article, the normalized frequency is used; it is calculated as the ratio of the actual system frequency \( f \) to the sampling frequency \( f_{\text{sampling}} \). If \( f_c \) is used to denote the actual system characteristic frequency, then \( 0.05 < f_c/f_{\text{sampling}} < 0.5 \) is held in the article, where the upper bound \( 2 f_c < f_{\text{sampling}} \) is constrained to meet the requirement of the Shannon sampling theorem (Pandit and Wu, 1983), and the lower bound \( f_c > 0.05 f_{\text{sampling}} \) is set to consider the minimal frequency of a dynamic system’s behavior (at least 10% of the upper bound). As examples, three ARMA(2, 1) models representing different dynamics (given in Table 1) will be used for the following analyses in this article. All models are stable since all their characteristic roots are in the unit circle (Pandit and Wu, 1983).

The theoretical autospectra representation of \( x_t \) under the normal process condition in Equation (1) can be obtained as (Pandit and Wu, 1983):

\[
\hat{F}_x^2(\omega) = \frac{\Delta t \sigma_a^2}{2\pi} \frac{|e^{i\omega \Delta t} - \theta_1 e^{i(m-1)\omega \Delta t} - \cdots - \theta_m|^2}{|e^{i(n\omega \Delta t)} - \phi_1 e^{i(m-1)\omega \Delta t} - \cdots - \phi_n|^2},
\]

where \( \omega = 2\pi f \) is the angular frequency in radians per unit time, and \( \Delta t = 1/f_{\text{sampling}} \) is the sampling interval. Figure 2

---

**Table 1.** Exemple models and their characteristics

<table>
<thead>
<tr>
<th>Model</th>
<th>( A(q) )</th>
<th>( D(q) )</th>
<th>Characteristic roots</th>
<th>Normalized characteristic frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1 (M1)</td>
<td>( 1 - 0.99 q^{-1} + 0.49 q^{-2} )</td>
<td>( 1 - 0.7 q^{-1} )</td>
<td>( 0.4950 \pm 0.4949 i )</td>
<td>0.125</td>
</tr>
<tr>
<td>Model 2 (M2)</td>
<td>( 1 - 0.1 q^{-1} + 0.8 q^{-2} )</td>
<td>( 1 - 0.7 q^{-1} )</td>
<td>( 0.0500 \pm 0.8930 i )</td>
<td>0.241</td>
</tr>
<tr>
<td>Model 3 (M3)</td>
<td>( 1 - 0.6 q^{-1} + 0.4 q^{-2} )</td>
<td>( 1 - 0.7 q^{-1} )</td>
<td>( 0.3000 \pm 0.5568 i )</td>
<td>0.171</td>
</tr>
</tbody>
</table>
shows the autospectra of the three models listed in Table 1, which clearly reflects their different dynamic characteristics. In the figure, the y-axis represents the unified system frequency response, which is calculated as the ratio of the actual system frequency response in Equation (6) to the maximum system frequency response. The x-axis represents the normalized frequency relative to the sampling frequency.

2.2. Review of related control charts

2.2.1. Review of SD-CUSUM charts for variance change detection and their limitations

For monitoring the process variance, a standard SD-CUSUM chart assumes that each observation $y_i$ is normally distributed with $y_i \sim N(\mu_0, \sigma^2)$. The standardized monitoring statistic $v_i$ is defined as (Hawkins, 1981):

$$v_i = \frac{yi - \mu_0}{\sigma}, \quad (7)$$

Two one-sided standardized standard deviation CUSUM $S^+_i$ and $S^-_i$ can be established as follows:

$$S^+_i = \max[0, v_i - K + S^+_i],$$

$$S^-_i = \max[0, -K - v_i + S^-_i], \quad (9)$$

where $S^+_0 = S^-_0 = 0$, and the values of $K$ and $h$ are selected based on the regular CUSUM chart, denoted as M-CUSUM, for monitoring a process mean shift.

Although the monitoring statistic $v_i$ is specifically designed for monitoring the variance change, it may actually generate alarm signals under mean shifts, even if there are no variance changes. Hawkins (1993) suggested plotting two CUSUM charts for the mean and standard deviation monitoring together. If only the SD-CUSUM shows the system being in an out-of-control state, one would suspect a change in variance; but if both the SD-CUSUM and M-CUSUM charts signal the system being in an out-of-control state, one would suspect a shift in the mean. When a process has both a standard deviation change and a mean shift, however, it may cause the misdetection of a mean shift, as shown in Fig. 3.

In Fig. 3, Model 1 in Table 1 is used with the distribution of $a_t$ changing from $N(0, 1)$ to $N(1, 2S^2)$ from time $\tau = 51$. Because of the variance change, the M-CUSUM chart for the mean shift detection shows a fluctuation pattern instead of an increasing drift pattern. Therefore, those two CUSUM charts are not sufficient to identify whether the process change is due to a mean shift, a standard deviation change, or both.

2.2.2. Review of EWMA charts for mean shift detection and their limitations

The EWMA chart is widely used to detect a small mean shift (Montgomery, 2005). In this article, the control limits of EWMA charts will be set up to make the in-control Average Run Length (ARL0) approximately equal to 370 with $\lambda = 0.2$ (Montgomery, 2005). The following simulation results illustrate some limitation of applying the existing EWMA directly to observations (i.e., Direct-EWMA) and to residuals (i.e., SCC-EWMA) when both mean and variance changes occur in an autocorrelated process. In this simulation, Model 1 is used and the distribution of $a_t$ changes from $N(0, 1)$ to $N(1, 2S^2)$ from time $\tau = 51$. The SCC-EWMA is applied to the model residuals based on the estimated model parameters when the true model structure is given, whereas the Direct-EWMA is applied directly to the original signal. The control limits are $\pm 0.9583$ and $\pm 0.9983$, corresponding to SCC-EWMA and Direct-EWMA, respectively.

As shown in the control charts of Fig. 4, the detection performance of the Direct-EWMA as a model-free approach is severely affected by the process variance change. Moreover, for the SCC-EWMA, even though the true model structure is used and the estimated parameters are close to the true parameters, the detection performance of a mean shift also fluctuates due to the additional variance change. Therefore, it is necessary to develop a new approach for detecting a mean shift in the presence of a variance change for an autocorrelated process with a high characteristic frequency.
Fig. 4. Effect of a variance change on EWMA charts for mean shift detection.

3. Proposed framework of a multiscale monitoring system

3.1. Multiscale monitoring through wavelet decomposition using the Haar transform

If $y(t)$ is an integrable function on $L^2(\mathbb{R})$, i.e., $\int_{-\infty}^{+\infty} y(t)^2 dt < \infty$, it can be fully expressed by wavelets decomposition (Daubechies, 1992). The widely used Haar transform is the first-order Daubechies wavelet transform, denoted as DB1. For an incoming signal $y_t$, the Haar transform of $y_t$ can be easily obtained by using filter banks. As shown in Fig. 5, $h_j$ and $l_j$ are the corresponding high-pass and low-pass filters at the decomposition level $j$, which are defined as

$$h_j = \frac{1}{\sqrt{2}}[1 - 1], \quad l_j = \frac{1}{\sqrt{2}}[1 1] \quad j = 1, 2, \ldots$$ (10)

The unified frequency responses of filters $h_j$ and $l_j$ are given in Fig. 6. Based on the above wavelet filter bank using the Haar basis, the scale coefficients $c_{j,k}^y$ and detail coefficients $d_{j,k}^y$ can be obtained by

$$c_{j,k}^y = \frac{[y_k + \cdots + y_{k-2^{j-1}+1}]}{2^{j/2}}.$$(11)

$$d_{j,k}^y = \frac{[y_k - y_{k-2^{j-1}+1} + \cdots + y_{k-2^{j-1}}]}{2^{j/2}}.$$(12)

Based on the frequency responses of the Haar transform as shown in Fig. 6, it can be seen that the high-pass filter used to generate the detail coefficients $d_{j,k}^y$ will suppress the low-frequency components, whereas the low-pass filter used to obtain the scale coefficients $c_{j,k}^y$ will suppress the high-frequency components. Later sections will discuss the point that the detail coefficients obtained from high-pass filters at different levels mainly reflect the signal variance change (Section 4.1), whereas the scale coefficients obtained from the low-pass filter mainly reflect the signal mean shift (Section 4.2). Moreover, different decomposition levels of detail coefficients lead to different detection powers for process variance change (Fault 1) and the measurement error variance change (Fault 2); these will be discussed in Sections 4.1.2 and 4.1.3, respectively.

The proposed multiscale monitoring system consists of three monitoring charts as shown in Fig. 7; these are used

![Filter bank structure for the Haar wavelet transform.](image)

![Figure 5.](image)

![Figure 6.](image)
Fig. 7. Two steps for constructing the proposed multiscale monitoring system.

Step 1. A detailed description of how to select the optimal monitoring level and how to use each of three monitoring charts will be presented in the following subsection.

3.2. Multiscale monitoring scheme for detecting both mean and variance changes

As shown in Fig. 7, three monitoring charts are simultaneously used as an integrated monitoring system to detect whether one or multiple process faults occur for given samples. If any control chart signals an out-of-control situation, it indicates that the corresponding fault may possibly occur. A summary of the monitoring scheme and procedures for the monitoring chart design are now presented. The details for optimal selection of the monitoring level of the Haar coefficients will be discussed in Section 4.

1. A wavelet-based SD-CUSUM (SD-WCUSUM) chart for detecting a process variance change (Fault 1). This chart (Step 2 of Fig. 7) is used to detect a process

to monitor the changes of process variance ($\sigma^2$), measurement error variance ($\sigma^2_e$), and process mean ($\mu_a$). There are two steps in constructing these three control charts. In Step 1, the optimal decomposition levels of the monitored Haar wavelet coefficients are determined for each control chart based on historical in-control data. In Step 2, the monitoring statistics and the associated control limits are constructed for the three monitoring charts based on the corresponding optimal monitoring levels $j^*$ selected at Step 1. Without loss of generality, it is assumed that during online process monitoring, the process is in an in-control state up to time $k$, with $k \geq 2^{j^*}$ ($j^*$ is the selected optimal level). The wavelet coefficients, which are calculated using Equations (11) and (12), are used as monitoring statistics for detecting future process changes. Therefore, these scale coefficients (Equation (11)) and detail coefficients (Equation (12)) under the Haar transform can also be equivalently considered as the average and the range statistics within the selected monitoring window, the size of which is determined by the selected optimal decomposition level at
variance change by monitoring the selected level of the detail coefficients ($\delta_d > 1$). The optimal level is selected so that the monitored detail coefficients, which are calculated at each level of Haar wavelet decompositions based on the in-control condition data, have the maximum variance among all decomposition levels (The detailed proof will be presented in Section 4.1.2.) After selecting an optimal level (in Step 2 of Fig. 7), the design and usage of the SD-WCUSUM chart based on the selected detail coefficients are similar to those of a regular SD-CUSUM chart.

2. An SD-WCUSUM chart for detecting a variance change (Fault 2). Similar to the detection of a process variance change, another SD-WCUSUM (Step 2 of Fig. 7) is developed to detect a variance change in measurement errors ($\delta_v > 1$) but at a different level of the detail coefficients. The optimal monitoring level is selected so that the monitored detail coefficients, which are calculated at each level of Haar wavelet decompositions based on the in-control condition data, have the minimum variance among all decomposition levels. (The detailed proof will be presented in Section 4.1.3.) After selecting an optimal level (in Step 2 of Fig. 7), the design and usage of the SD-WCUSUM chart based on the selected detail coefficients are similar to those of a regular SD-CUSUM chart.

3. A wavelet-based EWMA (WEWMA) chart for detecting a process mean shift (Fault 3). This chart (Step 2 of Fig. 7) is developed to monitor the scale coefficients for process mean shift detection ($\delta_u \neq 0$); this is different from the variance monitoring using the detail coefficients. The selection of an optimal decomposition level (Stage 1 in Fig. 7) will be determined based on the dynamic characteristics of autocorrelated data, which will be discussed in Section 4.2.

4. Multiscale monitoring chart development

The proposed multiscale monitoring system is developed to have the following merits.

1. It can simultaneously monitor multiple process faults.
2. Monitoring of the mean shift and variance change is conducted at different frequency ranges through scale coefficients via a low-pass filter and through detail coefficients via a high-pass filter at different levels. This leads to a better separability or robustness for identifying a process change between a mean shift and a variance change or both changes.
3. When any of these monitoring charts show an out-of-control situation, it not only signals a possible process fault but also indicates what type of process change; this differentiation can help expedite the fault diagnosis and decision making for process correction.

The details of the methodology development will be shown in the following subsections.

4.1. SD-WCUSUM chart for variance change detection

4.1.1. Relationship between detail coefficient variance and process variance

Since Haar wavelet coefficients are used as the monitoring features, this subsection will present a remark that explains the relationship between the variance of detail coefficients and process variance.

Remark 1. The variance of the Haar detail coefficients is proportional to the process variance plus an additive measurement error variance; i.e., $\sigma^2_{d_j} = \rho_j \sigma^2_d + \sigma^2_e$, where the proportional constant $\rho_j$ is solely determined by the wavelet decomposition level $j$ for a given ARMA model.

Justification: Based on the impulse response representation of the model in Equation (1), the system’s actual output under normal conditions can be obtained as

$$x_t = \sum_{k=0}^{\infty} g_k a_{t-k}.$$ 

where $g_k$ is the impulse response function or Green’s function (Pandit and Wu, 1983). It is known that if a process is stable, $g_k$ will converge to zero when $k$ is large enough (e.g., $k > M$). Thus, $x_t$ can be further written as

$$x_t = \sum_{k=0}^{M} g_k a_{t-k}. \quad (13)$$

The covariance of $x_t$ and $x_{t-s}$ can be obtained as (Pandit and Wu, 1983):

$$\text{cov}(x_t, x_{t-s}) = \sigma^2_d \sum_{k=s}^{M} g_{k-s} g_k = r_s \sigma^2_d, \quad (14)$$

where $r_s = \sum_{k=0}^{M} g_{k-s} g_k$. Since $y_t = x_t + e_t$, the covariance of $y_t$ and $y_{t-s}$ is obtained as follows:

$$\text{cov}(y_t, y_{t-s}) = \begin{cases} \sigma^2_d + \sigma^2_e = \sigma^2_e + r_0 \sigma^2_d, & s = 0, \\ \text{cov}(x_t, x_{t-s}) = r_s \sigma^2_d, & s \neq 0. \end{cases} \quad (15)$$

Hence, the variance of the Haar detail coefficient $d_{j,k}$ is

$$\sigma^2_{d_{j,k}} = \text{var}[(y_{k-2j+1} + \cdots + y_{k-2j-1}) - (y_{k-2j+1} + \cdots + y_k)]/2^{2j} = \sigma^2_e + \sigma^2_d \left\{ r_0 + r_{2j-1} + (1/2^j) \sum_{i=1}^{2j-1} (2j+1 - 6i) r_i - 2 \sum_{i=1}^{2j-1} (i \times r_{i-1}) \right\}$$

$$= \sigma^2_e + \sigma^2_d \rho_j, \quad (16)$$
where $\rho_j$ represents all the terms in the bracket, which is a constant coefficient at a given decomposition level $j$ for a given time-invariant system.

The conclusion here is that the variance of Haar detail coefficients is proportional to the variance $\sigma_j^2$ plus an additional $\sigma_j^2$. Moreover, the different levels of $j$ have a different sensitivity $\rho_j$ to process variance $\sigma_j^2$. Therefore, such an optimal monitoring level can be found to have the most sensitive detail coefficients to the variance change. The details will be discussed in the following subsection.

4.1.2. Select the optimal level of Haar detail coefficients for detecting a process variance change

This subsection presents Rule 1, which explains how the optimal level is selected for monitoring a process variance change.

**Rule 1:** The optimal level of Haar detail coefficients for monitoring a process variance change is selected so that the chosen level has the maximum variance of detail coefficients among all decomposition levels of in-control data; that is,

$$j_* = \arg \max_j \left\{ \sigma_{j,\Delta}^2 \mid H_0 \right\}.$$  \hspace{1cm} (22)

**Justification:** Based on Section 2, it is known that the distributions of process noise $a_t$ under the in-control condition ($H_0$) and under the process variance change condition ($H_1^i$) are

$$H_0 : a_t \sim N \left(0, \sigma_a^2 \right),$$

$$H_1^i : a_t \sim N \left(0, \delta^2 \sigma_a^2 \right).$$  \hspace{1cm} (17)

It follows from Remark 1 that the distributions of the Haar detail coefficients under $H_0$ and $H_1^i$ (Fault 1) are

$$H_0 : d_{j,k} \sim N \left(0, \rho_j \sigma_a^2 + \sigma_e^2 \right),$$

$$H_1^i : d_{j,k} \sim N \left(0, \delta^2 \rho_j \sigma_a^2 + \sigma_e^2 \right).$$  \hspace{1cm} (18)

Therefore, the variance change ratio $\delta_{dj}^2$ of the Haar detail coefficients under $H_0$ and $H_1^i$ (Fault 1) can be obtained as

$$\delta_{dj}^2 = \frac{\sigma_{d_{j,k}H_1^i}^2}{\sigma_{d_{j,k}H_0}^2} = \frac{\delta^2 \rho_j \sigma_a^2 + \sigma_e^2}{\rho_j \sigma_a^2 + \sigma_e^2} + \frac{\delta^2 \rho_j \sigma_a^2 / \sigma_e^2 + 1}{\rho_j \sigma_a^2 / \sigma_e^2 + 1}$$

$$= \delta^2 + \frac{\delta^2 - 1}{1 + \rho_j \sigma_a^2 / \sigma_e^2}. \hspace{1cm} (19)$$

Since $\delta_e^2$ in Equation (19) is greater than one, the maximum ratio $\delta_{dj}^2$ is achieved with the maximum $\rho_j$ at an optimal level $j_*^e$. Since $\sigma_{d_{j,k}H_0}^2 = \sigma_e^2 + \sigma_a^2 \rho_j$ (by Remark 1), the optimal level $j_*^e$ is also the level with the maximum variance of the detail coefficients of the in-control data; i.e., the rule of $j_*^e = \arg \max_j \left\{ \sigma_{d_{j,k}H_0}^2 \mid H_0 \right\}$ should be held.

It is worthwhile to notice that Rule 1 provides an optimal selection of the monitoring level of detail coefficients without requiring preknown ARMA models or model estimation. Thus, it is called a model-free approach in this article.

4.1.3. Select the optimal level of Haar detail coefficients for detecting a variance change of measurement errors

This subsection presents Rule 2, which explains how the optimal level is selected for monitoring the variance of measurement errors.

**Rule 2:** The optimal level of Haar detail coefficients for monitoring the variance of measurement errors is selected so that the chosen level has the minimum variance of detail coefficients among all decomposition levels of in-control data; that is,

$$j_* = \arg \min_j \left\{ \sigma_{d_{j,k}H_1}^2 \mid H_0 \right\}.$$  \hspace{1cm} (23)

**Justification:** Similar to Rule 1, it is known that the distributions of measurement errors $e_t$ under the in-control condition ($H_0$) and under a variance change of measurement errors ($H_1^e$) are

$$H_0 : e_t \sim N \left(0, \sigma_e^2 \right),$$

$$H_1^e : e_t \sim N \left(0, \delta^2 \sigma_e^2 \right).$$  \hspace{1cm} (20)

It follows Remark 1 that the distributions of the Haar detail coefficient under $H_0$ and $H_1^e$ are

$$H_0 : d_{j,k} \sim N \left(0, \rho_j \sigma_a^2 + \sigma_e^2 \right),$$

$$H_1^e : d_{j,k} \sim N \left(0, \rho_j \sigma_a^2 + \delta^2 \sigma_e^2 \right).$$  \hspace{1cm} (21)

In this case, the variance change ratio $\delta_{dj}^2$ of the Haar detail coefficients under $H_0$ and $H_1^e$ can be obtained as

$$\delta_{dj}^2 = \frac{\sigma_{d_{j,k}H_1^e}^2}{\sigma_{d_{j,k}H_0}^2} = \frac{\rho_j \sigma_a^2 + \delta^2 \sigma_e^2}{\rho_j \sigma_a^2 + \sigma_e^2} = \frac{\delta^2 + \rho_j \sigma_a^2 / \sigma_e^2}{1 + \rho_j \sigma_a^2 / \sigma_e^2}.$$  \hspace{1cm} (22)

Since $\delta_e^2$ in Equation (22) is greater than one, it can be shown that the maximum ratio $\delta_{dj}^2$ is achieved with the minimum $\rho_j$ at an optimal level $j_*^e$. Since $\sigma_{d_{j,k}H_0}^2 = \sigma_e^2 + \sigma_a^2 \rho_j$ (by Remark 1), the optimal level $j_*^e$ is such a level that has the minimum variance of the detail coefficients of in-control data; i.e., the rule of $j_*^e = \arg \min_j \left\{ \sigma_{d_{j,k}H_0}^2 \mid H_0 \right\}$ should be held.

It should be clarified that the maximum $\rho_j$ corresponds to the maximum energy level of Haar detail coefficients close to the characteristic frequency of the normal system response. Therefore, the maximum $\rho_j$ used for Fault 1 detection is generally found after a few steps of Haar wavelet decomposition. It is noted, however, that $\rho_j$ can monotonically decrease after a certain number of decomposition steps and can asymptotically converge to a constant after the frequency band of the detail coefficients is below all
characteristic frequency components. In another aspect, with the increase of the decomposition level, the detection delay of detail coefficients in the time domain also increases. In order to balance these two aspects, an optimal level that is able to detect the change in the variance of measurement errors (Fault 2) and that also has a minimum delay of detection time should be used.

4.2. Select the optimal level of Haar scale coefficients for mean shift detection

As discussed in Section 3, the scale coefficients will be used to monitor a process mean shift. The selection of the optimal decomposition level of scale coefficients will be determined by the inherent process characteristic frequency range. In general, the increase of the decomposition level can suppress more autocorrelated noises; however, it also causes a longer detection delay in the time domain. Therefore, an optimal level of Haar scale coefficients is selected with the minimum decomposition level at which the upper boundary of the low-pass filter of the scale coefficients is equal to or less than the lower boundary of the significant frequency responses.

As shown in Fig. 6, if the filter cutoff magnitude is selected as 50% for the Haar transform, the normalized frequency range of the scale coefficients via a low-pass filter is about [0, 1/2\(L+1\)] at the decomposition level \(L (L = 0)\) represents the original normalized signal frequency range of [0, 0.5]), whereas the normalized frequency range of detail coefficients via a high-pass filter at each level is \([1/2\)\(^{L+1}, \)\(1/2^L\)\(L \geq 1\). For the mean shift monitoring, it is desirable to choose scale coefficients that have no overlap with the significant characteristic frequency response region; that is, \(1/2^{L+1} < \eta_c = f_c/f_{\text{sampling}}, \) or \(L \geq -\log_2 \eta_c - 1\). Although a higher decomposition level will ensure that the frequency range at that level will be far from the characteristic frequency region, it will also result in a longer detection delay, which is not desirable. Therefore, it is suggested that the decomposition will stop at the lowest level that does not overlap with the characteristic frequency region. In the article, the process is represented by ARMA(2, 1) with \(\eta_c = f_c/f_{\text{sampling}} > 0.05, \) and thus \(L = 4\) can surely satisfy the condition of \(1/2^{L+1} < \eta_c\). Therefore, the optimal level \(j^*_m\) is selected by \(j^*_m = \min\{(−\log_2 \eta_c - 1), 4\}\).

To demonstrate the effectiveness of using scale coefficients to detect a mean shift, 50 in-control observations are randomly generated based on Model 1 with \(\alpha_1 \sim N(0, 1)\) and \(\epsilon_i = 0, \) followed by the out-of-control data with a mean shift of \(\delta_0 = 1\) from \(\tau = 51\). The original data as well as the corresponding Haar scale coefficients obtained at different decomposition levels are shown in Fig. 8. As can be seen from Fig. 8, the process mean shift of \(\delta_0 = 1\) is hardly seen from the original data. This change, however, is more pronounced in the scale coefficients plots. With the increase of the decomposition level of scale coefficients, the mean shift trend is made more obvious by the removal of the high-frequency oscillation pattern.

4.3. Determine the control limits

The control limit of each chart can be determined such that a specific ARL\(_0\) is obtained. The ARL\(_0\) of each control chart can be approximately set as the inverse of its Type I error rate. In order to achieve a specific Type I error rate for each chart, the overall Type I error rate should be split among control charts, considering the dependency of the monitoring statistics. Since the sample mean is independent of the sample standard deviation, the monitoring statistic for WEWMA is independent of those of SD-WCUSUMs. Therefore, the overall Type I error rate \(\alpha\) is obtained by \(\alpha = 1 − (1 − \alpha_{\text{WEWMA}})(1 − \alpha_{\text{SD-WCUSUM}}),\) where \(\alpha_{\text{WEWMA}}\) is the Type I error rate of the WEWMA control chart, and \(\alpha_{\text{SD-WCUSUM}}\) is the overall Type I error rate corresponding to two SD-WCUSUM control charts used for monitoring the process variance and the variance of measurement errors. The monitoring statistics of the process variance and the variance of measurement errors, however, may be dependent. Thus, based on the Bonferroni inequality, the condition of \(\alpha_{\text{SD–WCUSUM}} < (\alpha_{\text{SDp–WCUSUM}}/2) + (\alpha_{\text{SDe–WCUSUM}}/2)\) is used, where \(\alpha_{\text{SDp–WCUSUM}}\) and \(\alpha_{\text{SDe–WCUSUM}}\) represent the Type I error rate of control charts used for monitoring the variances of process and measurement errors, respectively.

In summary, in order to approximately achieve the given overall Type I error rate \(\alpha,\) the Type I error rate corresponding to each control chart should be set as \(\alpha_{\text{WEWMA}} = 1 − \sqrt{1 - \alpha}, \alpha_{\text{SDp–WCUSUM}} = \alpha_{\text{SDe–WCUSUM}} = (1 − \sqrt{1 - \alpha})/2.\) With these choices of the Type I error rate for each control chart, the overall ARL\(_0\) corresponding to these three charts is approximated by \(1/\alpha.\) It should be noted that this is an approximate equation since the
monitoring statistics in both WEWMA and SD-WCUSUM control charts are autocorrelated over the sampling time.

5. Simulation study

The following case studies will be used to illustrate the effectiveness of the proposed methods for detecting a change in the process variance, variance of measurement errors, and process mean, respectively. The comparison with other existing control charts will also be given. The models in Table 1 were used in the following simulations. In this section, the reference value $K$ in all CUSUM charts was set to 0.5 and the value of $\lambda$ in all EWMA charts was set to 0.20. As we compare the proposed control charts with existing control charts one by one, without loss of generality, the ARLO of each control chart was set to be approximately equal to 370. We used Monte Carlo simulations to obtain the control limits since the monitoring statistics in all control charts are autocorrelated. In all of the following three cases, it was assumed that, when the process is under the in-control condition ($H_0$), $a_t$ follow the distribution of $N(0, 1)$ and measurement errors $e_t$ follow the distribution of $N(0, 0.5^2)$.

Case 1: Optimal level selection for detecting a process variance change.

As discussed before (Remark 1 and Rule 1), the detection power for monitoring a process variance change is different at different decomposition levels. Model 1 was chosen to illustrate how to select an optimal level for detecting a change in the process variance. Assume under the in-control condition ($H_0$), $a_t$ follow the distribution of $N(0, 1)$ and measurement errors $e_t$ follow the distribution of $N(0, 0.5^2)$.

Fig. 9(a). Comparison of different levels of Haar detail coefficients in detecting a process variance change (Fault 1).
Level 4 is the minimum among all four levels (4.37, 7.39, 0.74, and 0.71). As shown in Fig. 10(b), Level 4 with the minimum variance of detail coefficients of in-control data has the most obvious trend in the SD-WCUSUM chart.

**Case 3:** Comparison between SD-MCUSUM and SD-CUSUM for process variance monitoring.

This case serves primarily to show that the proposed variance monitoring chart of SD-WCUSUM is robust when applied to a process with a mean shift. It was assumed that the process noise \( a_t \) had a mean shift from time \( \tau = 51 \) following the distribution of \( a_t \sim N(1.5, 1) (\delta_{\mu} = 1.5) \) without any variance change. The control limits \( (h) \) of SD-CUSUM and SD-WCUSUM for monitoring the process variance were set to 7.30 and 7.02, respectively, when Model 1 was used. Figures 11(a) and 11(b) plot the SD-WCUSUM and SD-WCUSUM charts based on the selected detail coefficients, in which the detail coefficients at Level 3 were used for Model 1. It can be seen that the traditional SD-CUSUM chart is sensitive to the process mean shift (Fig. 11(b)), although there is no process variance change. That is, it generates a false alarm for process variance change. In contrast, the proposed SD-WCUSUM chart does not show an out-of-control signal; i.e., SD-WCUSUM is only sensitive to the process variance change but is robust to the process mean shift. Therefore, SD-WCUSUM has a good diagnostic capability to separate between a process variance change and a mean shift.

A further study was carried out to compare the robustness of SD-WCUSUM and SD-CUSUM in terms of their ARLs. In this study, the simulation data were generated based on both Model 1 and Model 2 when the process has a mean shift with different magnitudes of \( \delta_{\mu} \) but without any change on the process variance. Therefore, it would be expected that the variance monitoring charts should ideally be in an in-control state in most of the samples; i.e., the ARL value should be close to the designed ARL \( 0 (\text{ARL}_0 = 370 \text{ is used in this article}) \) even though the process mean has a mean shift \( \delta_{\mu} \). Figure 12 shows the ARL \( 0 \) values for process variance monitoring when the process variance is under the in-control condition and its robustness performance under the different values of \( \delta_{\mu} \). The solid and dashed lines in Fig. 12 represent the ARL \( 0 \) values of the SD-CUSUM and SD-WCUSUM control charts, respectively. The standard error of ARL \( 0 \) estimates in each case is less than 1% of ARL \( 0 \) based on 10,000 simulation replications. As can be seen from Fig. 12, the ARL values of SD-WCUSUM are kept around 370 under different mean
shifts, whereas the ARL values of SD-CUSUM quickly decrease with the increase of mean shifts. This implies that SD-CUSUM, though designed for variance monitoring, is not robust to mean shifts. In other words, if an alarm signal is received from SD-CUSUM, it is not clear whether this alarm signal is genuinely because of a change in the process variance or in the process mean. Therefore, SD-CUSUM cannot be used for diagnosis. In contrast, a process mean shift does not affect the performance of SD-WCUSUM for monitoring the process variance. Therefore, an alarm signal from the SD-WCUSUM chart can be directly interpreted as a possible change in the process variance.

We also compared the performance of SD-CUSUM and SD-WCUSUM in detecting a process variance change when the process mean is in an in-control state, as shown in Fig. 13. By combining the results of Fig. 12 and Fig. 13, it can be seen that both SD-WCUSUM and SD-CUSUM charts have a similar ARL performance for detecting a process variance change; the SD-WCUSUM chart, however, shows a better performance than the SD-CUSUM chart in terms of their robustness to a process mean shift.

Case 4: Comparison of SD-CUSUM and SD-WCUSUM in monitoring the variance of measurement errors.

In this subsection, the performances of SD-CUSUM and SD-WCUSUM control charts in detecting a variance change of measurement errors are studied. Assume that the process is changed into an out-of-control condition of \( (H_y) \) with \( e_i \sim N(0, \delta_e^2) \). Models 1 and 2 were used for this simulation study and each simulation was repeated 10,000 times. The standard error of ARL estimates in each case is less than 1% of ARL. The out-of-control ARL plots for different change magnitudes of \( \delta_e \) are depicted in Fig. 14. It is clear from the figure that SD-WCUSUM outperforms SD-CUSUM in detecting the variance change in measurement errors. This superiority is more pronounced when Model 2
Fig. 14. Better detection performance of SD-WCUSUM than SD-CUSUM in detecting a variance change of measurement errors.

is used since the variance ratio of detail coefficients at the optimal level $d_{j,k}^*$ to the total variance in Model 2 is less than that of Model 1.

Case 5: Comparison of WEWMA with Direct-EWMA and SCC-EWMA charts.

In order to quantitatively demonstrate the effectiveness of the mean shift detection using scale coefficients, the out-of-control ARL performance of the WEWMA chart is compared with that of Direct-EWMA charts. Moreover, the out-of-control ARL performance of the SCC-EWMA chart using the true process model structure and the estimated model parameters used to whiten the autocorrelated data is also compared. For all three methods, 10,000 runs were used to obtain the average and standard deviation of the run length. The standard error of ARL estimates in each case is less than 1% of ARL. As shown in Fig. 15, it is clear that WEWMA always shows a better ARL performance than the Direct-EWMA chart. WEWMA achieves comparable performance to that of the SCC-EWMA, although with a slightly longer detection delay. However, prior knowledge of the process model is required for SCC-EWMA, which is not available in many practical cases.

6. Conclusions

In this article, a multiscale SPC monitoring method using Haar wavelets analysis has been developed to detect both process mean shifts and variance changes. Three monitoring charts are developed to separately detect changes in the process mean, the process variance, and the variance of measurement errors, simultaneously. Based on the different frequency characteristics of scale coefficients and detail coefficients, one WEWMA chart is developed to monitor the selected scale coefficients for detecting a process mean shift, and two SD-WCUSUM charts are developed to monitor the optimally selected levels of detail coefficients for detecting a variance change. The optimal selection of the monitoring levels requires neither a model structure nor model estimation. Our simulation results indicate the superiority of the proposed SD-WCUSUM chart over the traditional SD-CUSUM chart in the following two aspects: (i) its robustness to process mean shifts in monitoring process variance; and (ii) its better detection power in monitoring the variance of measurement errors. Therefore, SD-WCUSUM has a better diagnosis capability for identifying the process change between a mean shift, a variance change, or both changes. Moreover, for comparing the performance of control charts in monitoring the process mean, our simulation results show that the proposed WEWMA chart is more powerful in detecting a small mean shift by monitoring the selected scale coefficients than the traditional EWMA chart that directly monitors original signals.
It should also be pointed out that the main contribution of this research is to develop a model-free approach by selecting effective monitoring features from Haar wavelet coefficients rather than simply using the original signals, or whitened residuals, or all levels of Haar wavelet coefficients. Although time series modeling is used as the theoretical basis for our analysis and mathematical derivation, in practical implementation, the selection of optimal monitoring level does not need a preknown process model or additional time series modeling effort. In future work, a general multiscale control chart system will be further investigated for any ARMA$(n,m)$ model with $n > 2$.
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